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Abstract

Searching information in a web forum is difficult
because of the ambiguity of natural languages. This work
uses semantic relation from Thai WordNet as a graph
relation to rank the existing topics for answer suggestion.
We segment each topic to a sequence of words and tag
each part of a given speech. Such information will be
converted in to a sub graph and relations to WordNet.
When a user enters a new topic, a sub-graph will be
created and then compared with existing topic graph
relations to select the most related topics. The
experimental results have shown that the proposed
approach can provide closely related answers for the
newly entered topic that has no exact matched word.
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1. Introduction
Currently, searching knowledge and information
becomes an essential task that everyone uses [daily

At first, when a user try to find information froaweb
forum. Searching is an option to use. But, it nesuthe
user a large number of results. This will causeusber to
post a new duplicated topic into the forum and haoee
searching information.

This work proposes to use a graph based algoritiim f
a forum to analyze and classify forum topic for semu
question. This algorithm will calculate the rankimigeach
post based on semantic relation in Thai WordNetuid
Language Processing (NLP) will be used to prepces
previously topics. The ranking of posts will be disghen
a user types a question topic, the system will
automatically suggest the top ranked related topics
reduce topic duplication and show the most relag¢sdlts
to the user.

2. Related work

There are studies for automatically question ansger
The study created a database that stores informakiout
personal experiences and opinions using personal da
from user generated content (UGCs) such as persainal
blog and posts. The focused information is semahtic
sentiment (felling) and fabulous (emotion). The

Search engine with a keyword based such like Googleexperiences databases extracted from UGCs corisljt o

search [2] is a popular methodology to find out
information. However, some people may not know how

topic object 2) experiencer 3) event expressiorvnt
type 5) factuality, and 6) source pointer. The naddé

search using a keyword. The more natural method isevents are based on not only keyword and authoksltip
Question and Answer (Q&A) which has been developedalso semantic event type and factuality. The output

for many years. Examples of such applications aregi
guru [3] and Yahoo answers [4]. Web forum is a camm
Q&A platform for getting knowledge and informatiolm

a web forum, a user can post a topic or ask a ipuetstat
he/she would like to know and then another usewars
or post another question. One of common problems fo
web forum is topic duplication: a user asked thestgjon
that has already been answered. To solve this gmghe
need to study and analyze question and answeraradgy
questions complexity, questions domains, and questi
ambiguity, and answer quality.

database is searchable for user events. However, th
database has not been tested but suggested for web
marketing usage. The database cannot be used tg imp
any answer for given question but our proposed taek
result and return the possible answers [5].

Sequential logic regression and structural equoatio
have also used to analyze user messages basedtentco
social clues, and personal information. The latessages
then can be affected by the previous messagesese th
possible message types: evaluations, knowledgeictnt
social clues, personal information or an elicitatid his
paper will use the message type concept to catagori



question type. It will suggest the answer if mgssato ranking module. We will calculate the similaritydamax

be posted based on earlier messages [6]. related topics selection using semantic relatiorsnf
The web service based architecture has been usegrevious imported topics, Thai WordNet relations

question answering. The study creates a questioncomparing with new inserting topic. The most redate

answering service using Natural Language Processingopic will be suggested to the user. The system is

(NLP). The system consists of three modules for theimplemented in Python [11] language which has hienef

system. The first module is a question analysiselVa for prototype the system and its data types. Tistegy

user enters a question to the system, the quesilbbe structure overview is shown the Figure 1.

tagged as a part of speech using a NLP corpus. The

second module is a dialog theme recognition whih i |

predefined word domains to find out what the questi user |

theme is. The third module is a semantic recogmitind v i 4 __ i
data extractor which tags a word to a verb, noun, o | |_NeWwtopiq | Most rélated | [ Existing topics]
adverb and then these words along with tagging 4

information will be passed into semantic recognitio NLP

formula. After that, the query will be sent to abaservice I_NLP
to find out a result. Finally, the response will igessed to \ 4 2" part :

the response generator module to generate a user 1* part : Similarity

answering message based on a predefined response |Maichedand | calculation D
template using NLP semantically and naturally human |, duennrgﬁggi%(:] »|and max relatefl | Graph
readable [7]. Comparing to another study, theskoasit selection DB

[7] do not use a predefined standard web service

template., but use a semantic web service becdgse t ¢ ¢
standard web service can containing un-trusted and |

unstructured data. But we can improve this the gaad

result using NLP module [8].

Graph relation traversal

There is another technique using a relational dase | _ Thai WordNet LMF Import
ranking strategy to conjunct with existing semantieb : :
search. The algorithm uses annotation and undgrlyin Figure 1. System overview

ontology within a web page to create a relevanoyestor

that page based on the user query. The prototygtersy 4. Graph database

uses a sample travel ontology written in OWL. less There are some of graph based database. This work
automatically generated or downloading web pagdstwh selects neo4j database [12] to store graph infoomat
will be embedded in RDF format for the proposal Neo4jis a network-oriented and graph database.dpen
evolution. The user will type the keywords and naiyu source software which is freely to use. It can espnt
select a keyword's concept class from a hierartipic each one of data as a graph node and its relatpEeiith
down menu. After that, the graph based algorithth lvei the other nodes. It includes indexing service usipgche
applied to create user query sub-graph. The retgvan Lucene library. The neod4j is initially implementadJava
score will be computed by a variable number of edge language. But, it has a python binding for embedded
Finally, each page in the previous result set il version. We will use the binding version so thas iéasier
reordered by the relevancy score and displays ittt f  to include with the prototype codes.

result to user. This work uses graph relation to

automatically extract keyword from exist topicstéesd of 5. Thai WordNet preparation

manually defined [9]. Thai WordNet is a lexical database of Thai based on
. the Princeton WordNet. The first version has been

3. System overview released on January 2011 in WordNet-LMF format.

The system contains three main components. First, ayordNet-LMF is a linguistic interchange format basmn
graph database containing a graph of Thai WordM@k [ XML and 1SO standard. Thai WordNet contains
semantic relation and a graph of existing topicicwh  translated words, senses, and synsets. It uses- semi
have been converted to each sub graphs. Seconsialnat automatic system and existing bi-lingual dictionaltyis
language processing (NLP) module uses to segmeht ea now in a development stage; however, it is enooghse
sentence and tag as a sequence of word and part @b prove of concept how the graph semantic relation
speech. We will create a graph relation betweeh eae works.

of these tagged words to a graph database lemma, a The WordNet-LMF contains many elements of
WordNet word information containing a written foand  |inguistic information. We have partially select ima

its part of speech. Third, similarity calculatiomda  element required for the system to reduce the gsigih



and traversal time. The selected elements are: &nm
senses, synsets, and all synsets relations. Wesijugty
write a python script to parse this XML based fied
then import each element into graph database. WetrdN

RDMS

| topic sentense |

has some of relations, mainly hyperonym, hyponym,
meronym and holonym. In figure 2, it shows our sub- |
graph for a lemma node, which have a written form

‘un’(milk) and part of speech ‘n’, stand for noun, its

graph node property. It has four senses. Eacls dfeihse

has a synset and each of this synset may havgnggtsor |
its relation respectively. The lemma node has saine
relation. But, the sub-graph will show only the
hyperonym, a lemma that has more generic meaneny th

word segmentation |

Graph
DB

| part of speech tagging|

graph nodes | — »

Figure 3. Forum topic import process

its mean.
6.1 Word segmentation from sentences
W In Thai sentences, Thai words are continuously
written. Therefore, it needs to have word segniemtdo
oo oo AR T segment each word from a sentence. It has sonayliby
HU_}WT HS_A_PMET o A brnser MS_A%WT use f(_)r Thai word segmentation. We select a wdmchtiy,
libthai [14], an open source software for Thai laage. It
Brow Bree ol U has word segmentation feature and a Python binding
Mwyém}»@w Msryée%ow MWFEnowww{snow which is easier to integrate with another modulibthai
0 e 0 e 0 e ) e 0 Mo 0 o uses a maximal matching algorithm in word
j{ Y {/ ;i segmentation. The segmentation result is acceptdtle
has some mistaken for long word because its watd i
g o B (e database contains only popular short words for esv
*’*37**{““”’” **“*/‘“/“’”“‘ B cutting. For better word segmentation, this issge i
Broe  ENee  was 5 nooe beyond this work scope.

{ 6.2 Part of speech tagging

NLTK has a part of speech tagging in its librarpefe
is some of ready to use word tagging function. Mafst
them require a corpus to use as a training setelibdree
Thai corpus, Orchid [15]. It has a list of taggedrvto
use as the training data. We have load the Orabtigus
6. Web Forum Information Extraction in to the part of speech tagger. We use Default®agg

While topic messages is a natural language. We needunigramTagger, BigramTagger, and Trigram tagger for
to transform each message to a sub graph. We select tagging. This tagger work for most of Thai wordsieth
natural language toolkit in python called NLTK [1i8]do in dictionary. All of miss-typing words will be tggd as
such task. NLTK features some standard functiors an ‘UNK’, stand for unknown. It has about 30 percent i
library for natural language processing. In thisrkyave overall sentence from database.
have a web forum contains 7,000 topics and mora tha At this point we will have a result of part of sphe
70,000 messages with variable length from 5 to @,50 tagged sequences ready to import into graph dagabas
words in a relational database. We select onlyesitgf
the topics to reduce calculation time. There areuab 6.3 Sentence graph node import
7,000 topics in the database. A topic has 100 wondse The topic node is designed to contain the original
average. Therefore, we have about 700,000 nodes t@ubject sentence. A tagged word in a graph willehtne
import to graph database. relationship to a Thai WordNet lemma, if it exisggure

4 is an example of a sub-graph result for the Valg
topic.

5 Node: 0 Node

Figure2. A sub graph of semantic relation of alemma
in Thai WordNet

Topic subjectsuniuguvuenazaauininuidons

Tagged wordsiunau, wwe, wi, @, §, §
Relation: HAS_A WORD




words of a sentence which represents the meanitigiof
T ToPICS sentence.

1S_PART_OF

Final POS tagged result:
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7.2 Similarity and max related calculation
b1 & The similarity calculation has two parts. We ha@3P
tagged result from section 7.1. In first part, we a
Y % yua searching for exact matched word that have the same

written form and part of speech for each word itopic

o4 s sequence. This match is between the entered topid w
and a Thai WordNet lemma node. The result fot fiess
Figure 4. topic subject graph with graph relations is the subset of related topics with has an exattined
with Thai WordNet lemmas value and unmatched topics. If it has exact matched
words, it will reduce the time for calculation. tHere is
7. Experiment and evaluation not any word to match, we will skip this step ahert

In previous section, we have prepared existingctopi calculate the next part. But, it means the calmfatime
subject as a semantic graph relation databasehign t will be increased.
section, we will try to randomly generate some tjoas In second part, we calculate the similarity of this
to test with the database and then the legacy lsegrc  subset to find out which existing sentence is thastm
method, which uses keywords to search from databasesimilar for the entered sentence. In this part, vese
First, the entered question will be segmented. Then exact matched words and unmatched words from the fi
words are tagged and then the relevancy between thgart. For each one of unmatched words, we use graph
entered question and existing questions was compute method to traverse the graph relation and find itait
relations. We choose to use the hyperonym in theetg
7.1 Input topic/ question preprocessing because it is possible that no exact matched walld w
When a user enters a new topic or a subject semtenc have the same hyperonyms. It means, they haveathe s
The sentence is also a natural language sentencghe general meaning. After we have the synsetnligte
Therefore we will first segment the entering seogeimto for the each one of hyperonym, we will search foe t
a sequence of word in section 6.1 and 6.2. Thegraph nodes that have common hyperonym with the

segmentation example for a sentence is expreswbelo hyperonym set for entered topic. If there is a camm
hyperonym between them, the weight of relation wél
Input topic sentence: increased by one for that sentence. The algoritrahwe

y . = ey have explained can be expressed as below:
A73 IuuuAUgnaudIgnegntlag

Segmentation result:

" s - 4 oa Algorithm
A3 | 19 |uw |ugd | Ay | gn |au |Da |gn |o1g |7 |3 |ag Get most related node:
POS tagged result: 1. For all topic nodes
15 XVMM | 1% VACT | uy UNK | i NCMN | fu 2. Create topic word nodes for each topic by segmen
and tagged it part speech and traverse in graph
RPRE |gn NCMN | 91 JSBR [d1 RPRE |gn NCMN | database

3. Calculate first pass

214 NCMN |7 DIBQ | CMTR |z UNK | 4. If exact matched in a node then

Append the node to result matched list
Because word type in WordNet has the number of 5 For unmatched, append to unmatched list
defined part of speech types fewer than the numbpart 6. Calculate second pass using unmatched list

of speech types in the Orchid corpus tagging. Wetrdn 7. Get the Final list ordered by most relevancyeal
has noun, verb, adjective and adverb. Orchid cohass

more than 27 part of speech types. We need to réneap First pass:

tagged result into corresponding part of speecle.typ 1. Get input tagged words list
there is no related word, it will be removed. Tharaple 2. Get topic word nodes for each sentence in thie to
result has some of noun and verb. These are theriamt by searching in graph database

3. Create matched and unmatched list



Second pass:
1. Get the unmatched list

additional value in the square bracket followinge th
sentence. Higher value has more similarity or rahey.

2. Search hyperonym for each word in unmatched listlf we compare the result in this part with the poee

as a hyperonym set for each unmatched word

part, it has some difference in meaning. The edt&spic

3. For each hyperonym set, get the related nodes anjs specific to tumi” (breast feeding) andgh”(child).

its hyperonym set

4. Intersection hyperonym set for related node
hyperonymset and entered topic hyperonym set an

count the intersection result

5. Add the node relevancy weight by previous

inserection counting.

7.3 Evaluation result

First, we will express the result example for the

entered topic we have extracted in section 7.lerAfist
part calculation for this entered topic, it willleasome of
relevance topics but they are not arranged by aeley
order. For a relational database searching, isiglly a
string matching or regular expression searchingwill
return the matched results ordered by its primay @r
its ordered field. This algorithm will has the sanesult
when we use legacy searching. If there are moriegop
database, it still shows this more irrelevanced®pif the
newly entered sentence does not have any matchests wo
in database, this part will return nothing, andruwsié get
no result for the legacy searching. This is an glam
results for the first pass in section 7.1 for whindwly
entered sentence. Some of the results are sharteave
readers’ times

- euna... U ians guan

v Pl 9
o o

9 1R L) m o A v
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- QNEFAINUNANNVIATIHAN eI THIaN UL
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v o 7 = 9 T o
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- AIIATHUNM gUNLNAaUgnoIglang
T T 1 9 = ' =
- vnu leges Idungnaounarsauedialsd
= 1dq v 'y 1A v
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The result shows the some of most exact matchedswor
searching from database. In the second part, we wil

calculate the remaining words that do not haveetkerct
matched value for these sentences. The secondnaatt

traversal returns the list of hyperonym for each
unmatched words which will be used to search for

additional weigh again.

The result of the second pass is the additional

relevancy weight for each sentence. We will shoig th

Therefore, the topic that contains unmatched wantl b

jcommon meaning will have an increase in additional

relevancy value.

- vordesnauin i uuidu liasuuulasugndioyuia
eniosd [187]

v 2 s A ) Vo
- 01AnTIAgRANN 2 mmnsa Iiuwuiiugnauusn [181]
- AITEATHUNR guuLLaeugnelgmilans [152]

= g o o
- Gounwurvedunanaums Iduugnieilagiiu [149]

Y 9 = v = [ 9
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9 :’ o Id?‘ J :’ T T A v
- dgminvain ldyurmeanuiniuued liwensenldainy
[137]
- 31w, Uians duui] 89]

At this point, we can select the most relevancy
sentence from the possible large number of seagchin
result from first part. We will suggest this restdtuser as
most related topic subject by order.

Since this method calculates additional semantic
information from unmatched words, it will returneth
same result with common regular expression search
because the first pass will search for matched svérst.
But, it will have an adventage if there are some of
sentences that have different written form but shene
meaning.

8. Conclusion

We have proposed to use the semantic relation based
on graph semantic relation in Thai WordNet to inygro
topic relevancy for suggestion. We use the hyparony
relation in the graph database to calculate thetiaddl
weight for max relevancy sentences. The result shbet
the proposed sytem can return answers that are more
relevant in meaning than using legacy exact matched
word counts because of the additional information
calculated from unmatched words. In future work, we
propose to use other Thai WordNet relations to ower
the relevancy for the result and machine learning
algorithms, for instance, classification or clustgr
algorithms to calculate the similarity and relewanc
instead of manually counting the number of relation
which should improve the accuracy and thus yietiep
suggested answers.
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